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Abstract: An integrated path differential absorption lidar (IPDA) for remote sensing of
flammable and toxic gases is proposed, which is based on a broadband-tunable external-cavity
diode laser (ECDL) and InGaAs/InP single-photon detector (SPD). An ECDL can maintain
a narrow linewidth of 10 kHz throughout the continuous frequency scanning process in the
C+L-band (1520-1620 nm), thus allowing a single laser to satisfy the detection requirements of
multiple gases. To eliminate the influence of background light, a programmable frequency- and
bandwidth-tunable grating filter is designed to synchronously tune with the output frequency
of the ECDL. A homemade multi-channel coupled InGaAs/InP SPD maintains high detection
efficiency in the C+L-band, ensuring the remote sensing detection capability of lidar. Four
gases—CO, H13CN, C2H2, and NH3—with absorption lines spanning ∼45 nm in wavelength are
selected to verify the multi-gas monitoring capability of the lidar. The intensity errors caused
by erroneous photon counts and the non-linear frequency caused by the hysteresis effect of
piezoelectric ceramic transducer are corrected to enhance the accuracy of absorbance spectra.
The standard deviations of residuals between the experiment and single-peak fitting results for
CO, H13CN, C2H2 are 0.22%, 0.54%, 0.39%, while the mean deviations are 0.19%, 0.44%,
0.29%, respectively. For the four-peak fitting of NH3, those values are 0.55% and 0.38%,
respectively. Continuous 12-hour monitoring of the path-integrated concentrations of the four
gases is conducted to verify the stability and accuracy of the system. The mean deviations and
standard deviations of CO, H13CN, C2H2, and NH3 are 0.13%, 0.13%, 0.02%, 0.17%, and 1.07%,
1.68%, 1.21%, 0.67%, respectively.

© 2025 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Flammable and explosive gases leakage—such as methane (CH4), hydrogen (H2), hydrogen
fluoride (HF), and acetylene (C2H2)—poses a significant risk of triggering fires or explosions,
thereby threatening the safety of personnel and infrastructure [1–5]. Meanwhile, toxic gases
leakage, including carbon monoxide (CO), hydrogen sulfide (H2S), hydrogen cyanide (HCN),
and ammonia (NH3), directly imperil human health and may even cause acute poisoning or
fatalities [6–10]. As such, the development of efficient monitoring equipment is imperative to
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enhance the surveillance and early warning of such hazardous gas leakage. Currently, the primary
limitation restricting most existing gas leakage monitoring equipment to single-gas monitoring is
the narrow wavelength tuning range of lasers, which renders it challenging to simultaneously
cover the absorption lines of multiple gases. However, given the complex environments such as
industrial production, combustion scenarios, and pollution emissions, the development of remote
sensing equipment for flammable and toxic gases has become a critical technical requirement for
ensuring production safety, environmental governance, and public health [11–13].

Passive detection technologies in multi-gas leakage remote sensing include passive optical gas
imaging (OGI), passive remote sensing Fourier transform infrared spectroscopy (RS-FTIR), and
spectral imaging technology [14–17]. These methods utilize the infrared radiation characteristics
of gases or the environmental background to enable simultaneous monitoring of multiple gases.
However, constrained by ambient optical interference, passive detection technologies face
challenges in realizing continuous operation around the clock. Active detection works by emitting
specific wavelengths related to gas absorption and inversely calculating gas concentrations based
on the degree of laser intensity absorption by gases [18–21]. Distributed feedback (DFB) lasers
are typically used as detection light sources in gas leakage monitoring due to the advantages
of small size and high stability [22–26]. However, systems based on DFB laser are often only
capable of detecting single gas due to the limitation of the narrow frequency tuning range. At
present, integrating lasers and detectors of multiple frequencies is the main method for multi-gas
leakage monitoring, the crosstalk between different frequencies is reduced by time-division
multiplexing (TDM) or frequency-division multiplexing (FDM) [27–32]. However, the structure
of multiple light sources and detectors often poses challenges such as complex architecture
and difficult operation. External cavity diode laser (ECDL) diodes employing external cavity
feedback technology can achieve continuous frequency tuning over a range exceeding 12 THz
(∼100 nm), while maintaining narrow linewidth characteristics during the tuning process [33–35].
Such wide-spectrum tunable light sources can effectively address the challenge that a single laser
light source struggles to cover the absorption lines of multiple gases.

On the other hand, the performance of detectors plays a crucial role in the detection range
of lidar systems. Detection signals undergo rapid attenuation through the atmosphere and
scattering by non-cooperative targets in open-path scenarios, resulting in weak echo signal
intensities. Single-photon detector (SPD) is a key technology to address this challenge, which
can respond to single-photon energy levels [36–41]. Superconducting nanowire single-photon
detectors (SNSPDs) exhibit ultra-high detection efficiency and low dark count rates under
extremely low operating temperatures, which require complex and expensive cooling systems for
maintenance [42–45]. Photomultiplier tube (PMT) has low noise, but the response bands are
mainly in the ultraviolet-visible wavelength range [46–48]. InGaAs/InP single-photon avalanche
diodes (SPADs) feature an all-fiber structure, miniaturization, and easy integration, with low
requirements for working environments [49–52]. Since abundant gas absorption lines exist in
response band of InGaAs/InP SPAD, which can be used to detect the gases leakage.

In past research, we have proposed CO2 and HDO differential absorption lidar (DIAL) based
on SNSPD [18,42], as well as CH4 integrated path differential absorption (IPDA) lidar using
InGaAs/InP SPD [50]. In this paper, an IPDA lidar with InGaAs/InP SPD over C+L band is
proposed for remote sensing of flammable and toxic gases. The advantages of the proposed lidar
are as follows: First, an ECDL can cover all gas absorption lines within the 1520-1620 nm range,
enabling more flexible selection of absorption lines and avoiding errors caused by overlapping
gas absorption lines. Second, a programmable grating filter is designed to effectively eliminate
background light interference, thereby enabling the proposed lidar to achieve 24-hour continuous
monitoring. Third, the InGaAs/InP SPD has the ability to detect ultra-weak light, supporting
long-range remote sensing of gas leaks in open-path environments. CO, H13CN, C2H2 and
NH3 are selected to verify the multi-gas leakage monitoring capability of the proposed lidar
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system. Experimental results demonstrate that the lidar exhibits excellent accuracy and stability.
Compared with the structure using multiple light sources and detectors in traditional TDM
technology, the wide-spectrum tunable device in this paper simplifies the system complexity.

2. System design and principle

The experimental setup diagram for multi-gas leakage monitoring lidar is shown in Fig. 1. Key
parameters of the system are listed in Table 1. A commercial widely tunable ECDL (CTL
1550) with narrow-linewidth covering the C+L-band is used as the detection light source. The
maximum frequency tuning range of the ECDL is limited by the gain spectral range of the
gain chip in the active gain inner cavity. The frequency is stabilized by precisely controlling
the temperature and current fluctuation of the ECDL. The output frequency of the ECDL is
jointly controlled by an internal motor and a piezoelectric ceramic transducer (PZT). An arbitrary
waveform generator provides a 50 Hz triangular wave modulation signal to drive the ECDL to
operate in the frequency scanning state, thereby obtaining complete gas absorption lines. The
laser energy is attenuated by a tunable optical attenuator to prevent the SPAD from saturation or
breakdown. A transmitter with a diameter of 25 mm is used to collimate the laser and emits it
into a gas cell with a 40 m optical path. A multi-gas calibrator is used to configure the gases to be
measured. For safety considerations, H13CN is sealed in a standard gas cell with a 20 cm optical
path and used to simulate the leakage of HCN. The partial beam reflected by the removable
mirror with high-reflectivity is coupled into the PIN photodetector (PD) through a collimator.
PIN PD serves as an ideal detector with negligible dead time (DT) and afterpulsing probability
(AP), acting as a reference standard to verify the accuracy of the photon-counting correction. An
oscilloscope with a bandwidth of 1 GHz is used for data acquisition. The transmitted part of
light is diffusely scattered by a white cement wall 20 m away. The 20-meter detection distance
used in the experiments is limited by the indoor experimental site. A receiver with a diameter of
50 mm couples the backscatter signal into a homemade programmable grating filter to eliminate
the influence of background light.

Fig. 1. Schematic diagram of the experimental system for multi-gas leakage monitoring
lidar, and interior view of the programmable grating filter (inset, lower right corner).

As shown in the inset of Fig. 1, the programmable grating filter (PGF) receives and emits
signals through a circulator. A grating fixed on a programmable high-precision rotation stage
diffracts the input light that has been collimated and expanded by a collimator. According to the
synchronous trigger signal sent by the AWG, the PGF quickly tunes the rotation stage to match
the frequency of the ECDL based on the pre-calibrated grating angle related to the gas detection
frequency. The diffracted light is collimated by a lens and incident onto a reflecting mirror, and
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Table 1. Key parameters of the systema

Sub-system Parameter value

ECDL
Optical frequency span 185.06-197.23 THz/1520-1620 nm

PZT scan 35 GHz

Maximum power 25 mW

Linewidth 10 kHz

Max scan speed 10 nm/s

InGaAs/InP SPD Detection efficiency 15%@1550 nm

DT 200 ns

AP ∼12%

DC ∼500 cps

Gate width 50 ns

Filter Operating wavelength 186.21-197.23 THz/1520-1610 nm

Bandwidth 3.7∼370 GHz/0.03∼3 nm

Optical density 60 dB

Tuning speed 20 nm/s

a“Optical density: 60 dB” refers to the filtering capability for out-of-band frequencies under
specific frequency and bandwidth within the C+L band.

an adjustable optical slit in front of the reflecting mirror determines the bandwidth of the filter.
A homemade multi-channel InGaAs/InP SPD is used to detect and analyze the filtered weak
backscatter signal carrying gas concentration information.

Benefiting from the frequency-tunable wide-spectrum narrow-linewidth light source and
wide-spectrum response InGaAs/InP SPD, the system can accurately detect all gas absorption
lines within the C+L-band. This effectively overcomes the problem of insufficient detection of
multiple gas absorption lines due to a narrow light source scanning range. H2O and CO2 are
the two most dominant interfering gases in atmospheric gas detection, so the selection of gas
absorption lines in open environments should minimize spectral overlap with these two gases.
Additionally, the selected gas absorption lines need to have strong absorption cross-sections to
enhance gas detection sensitivity. Using theoretical line parameters from the HITRAN database,
the gas absorption cross-sections at 1 standard atmosphere and 296 K in the 180.598–197.233
THz range are simulated, as shown in Fig. 2 [53]. Four gases—CO, H13CN, C2H2, and NH3—are
selected as analytes, the absorption lines of four gases with the wavelength span of ∼45 nm.

Fig. 2. Simulation of gas absorption cross-sections based on the HITRAN database.
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The intensity I(ν) of laser after gas absorption can be described by the Beer-Lambert law, as
shown in Eq. (1) [54]:

I(ν) = I0(ν) exp[−S(T)ϕ(ν)Pχ], (1)
where I0(ν) is the laser output intensity. S(T) represents the spectral line intensity at a specific
temperature T, which is a crucial factor in selecting the laser output frequency and can be
queried in the High-resolution transmission molecular absorption database (HITRAN). ϕ(ν) is the
normalized line profile function at a given pressure P and temperature. χ is the path-integrated
gas concentration. In the experiment, the laser output frequency is tuned to scan the complete
gas absorption cross-section. According to the measured I0(ν) and I(ν), the absorbance spectrum
α(v) of the gas to be measured can be expressed as:

α(v) = − ln[I0(ν)/I(ν)]. (2)

A suitable profile function is selected to fit the absorbance spectrum measured in the experiment.
For a mixed absorbance spectrum composed of multiple absorption lines, a multi-peak fitting
method can be employed for spectral separation. By integrating the fitted spectrum, the
path-integrated concentration of the gas under test can be estimated using the area method:

χ =

∫ ∞

−∞

α(ν)dν/[S(T)P]. (3)

3. Experiment

3.1. SPD correction

DT, AP, and dark counts (DC) are the main error sources in the counting results of SPD, causing
intensity discrepancies in absorption curves during gas detection. Through special calibration
and correction processes, photon-counting errors caused by DT, AP, and DC can be effectively
corrected, thereby obtaining accurate detection results [49]. Figure 3 presents the photon
counts results with the time resolution of 1 s for CO, H13CN, C2H2 and NH3 before and after
photon-counting correction. The count rate of the single-channel SPD is maintained at 0.9 Mcps
to ensure linearity and the accuracy of the SPD correction method. The results before and after
photon-counting correction are compared with those detected by a PIN PD to verify the accuracy
of the correction method. Figures 3(a1-a4) show the raw data and stepwise corrections for DT,
AP, and DC. DT induces significant photon loss at high incident photon rates, leading to more
missed counts at the wings of gas absorption lines compared to the line center. AP generates
spurious counts, which are more pronounced at the absorption line wings under high photon flux.
DC is minimized to ∼500 cps during SPD optimization, thus having negligible impact on the
absorption lines.

Absorbance curves before and after photon-counting corrections are calculated using Eq. (2)
and compared with the reference results detected by PIN PD, as shown in Figs. 3(b1-b4).
Compare with the uncorrected results, the results after photon-counting correction exhibit
excellent agreement with the data detected by PIN PD, validating the accuracy of the photon-
counting correction method. Figures 3(c1-c4) depict the error analysis between the SPD results
before and after correction and the reference results. The differences after correction show
symmetric distribution about the absorption peaks, which is due to the different sampling methods
between the SPD and PIN PD [55]. The deviation of absorbance detected by SPD before and
after photon-counting correction is listed in Table 2. The significant optimization of intensity
errors demonstrates the effectiveness and accuracy of the photon-counting correction method.

3.2. Non-linear frequency correction

Frequency scanning of the ECDL is achieved by adjusting the voltage applied to the PZT. Due to
the inherent hysteresis effect of PZT materials, the deformation magnitude of the PZT varies
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Fig. 3. The single-photon detection results for CO, H13CN, C2H2, and NH3, respectively.
(a1-a4) Raw transmission signal and the results sequentially corrected for DT, AP and DC.
(b1-b4) Comparison of absorbance detected by PIN PD and SPD. (c1-c4) Taking the results
detected by PIN PD as a reference, the differences of absorbance using SPD before and
after photon-counting correction. Each data point of SPD is accumulated by 2000 bins,
corresponding to a cumulative time of 100 µs. The time resolution is 1 s, and the photon
counting rate of a single channel in the SPD is ∼0.9 Mcps. ∆: difference.

Table 2. The deviation of absorbance detected by SPD before and after
photon-counting correction

Formula
Deviation at the peak absorption (%) Mean deviation (%)

Before correction After correction Before correction After correction

CO 11.55 0.22 2.92 0.49

H13CN 11.25 0.36 1.73 0.16

C2H2 10.91 0.41 1.75 0.70

NH3 6.04 0.31 1.87 0.14

with the voltage sweeping direction (e.g., rising edge vs. falling edge) during the frequency
scanning process. This further leads to non-linear frequency variations over time and distorts the
measured absorbance spectrum. Figures 4(a-d) present the symmetry-calibration results of the
absorbance spectra for CO, H13CN, C2H2 and NH3 without non-linear frequency correction. A
clear asymmetry with larger deviations in the wings and smaller discrepancies at the absorption
peaks is observed during up and down scanning. The maximum deviation for CO, H13CN, C2H2
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and NH3 is 2.30%, 3.40%, 3.40% and 3.30%, respectively. The mean deviation for CO, H13CN,
C2H2 and NH3 is 1.29%, 1.10%, 1.10% and 1.17%, respectively. These results underscore the
necessity of correcting for non-linear frequency variations during laser scanning to improve the
accuracy of gas absorption line measurements.

Fig. 4. Symmetry-comparisons of absorbance spectra before non-linear frequency correction
during up and down scanning. (a) CO, (b) H13CN, (c) C2H2, (d) NH3. The subfigures below
are the differences between the both absorbance spectra during up and down scanning.

In our previous work [47], joint time-frequency analysis (JTFA) was used for high spatiotem-
poral resolution signal processing of coherent Doppler wind lidar signals [56]. Meanwhile, the
method combining homodyne detection with JTFA based on the Choi-Williams distribution
enables accurate analysis and effective correction of non-linear frequency variations in DFB laser
caused by current and temperature fluctuations [50]. Using the same approach, the non-linear
frequency induced by PZT hysteresis during ECDL frequency scanning is corrected. Figure 5(a)
shows the signal intensity distribution in time and frequency domains after JTFA of the homodyne
detection signal. The black curve represents the maximum signal intensity at each time point,
with the weakest intensity point corresponding to the gas absorption peak. By matching the
gas species and ambient pressure, the true frequency at this point can be confirmed using the
HITRAN database. As shown in Fig. 5(a), the value of frequency changes during up and down
scanning are nearly identical at the gas absorption peak, resulting in good matching of the
absorption curves at the peak position. However, significant frequency differences appear on both
sides of the peak, causing temporal mismatches in the absorption curve wings and flanks. The
frequency scanning range is obtained by integrating frequency changes at each time sampling
point. Figure 5(b) represents that both up and down scanning covered a frequency range of ∼35
GHz.

Based on the time-frequency relationship analyzed by the JTFA, the non-linear frequency of
absorbance spectra is corrected. A symmetric-calibration method is employed to compare the
absorbance curves of the up and down scanning after non-linear-frequency correction, aiming to
validate the accuracy of the non-linear frequency correction. Figure 6 presents the corrected
absorbance spectra and corresponding errors for the four gases. The maximum and mean
deviations for CO, H13CN, C2H2 and NH3 are reduced to 0.52% and 0.17%, 2.68% and 0.80%,
1.32% and 0.47%, 0.58% and 0.10%, respectively. These results demonstrate that the combination
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Fig. 5. (a) Homodyne detection signal f (t) processed by the JTFA with Choi-Williams
distribution. (b) Relative optical frequency v during scanning.

of homodyne detection and JTFA effectively mitigates the non-linear frequency caused by PZT
hysteresis in ECDL, thereby enhancing the accuracy of absorbance spectra measurements.

Fig. 6. Symmetry-comparisons of absorbance spectra after non-linear frequency correction
in up and down scanning. (a) CO, (b) H13CN, (c) C2H2, (d) NH3. The subfigures below are
the differences between the both absorbance spectra in up and down scanning.

3.3. Accuracy and stability

After correcting for intensity errors caused by erroneous photon-counting and non-linear frequency
due to PZT hysteresis, the absorbance spectra of up and down scanning for each gas are averaged
to serve as the fitting data. Voigt function is selected for fitting the absorbance spectra, and
multi-peak fitting is performed on absorbance spectra composed of multiple absorption lines to
separate overlapping spectral features. The fitting parameters of the four gases are listed in Table 3.
The absorbance spectra of CO, H13CN, and C2H2 each consist of a single absorption line within
the frequency ranges of 191.179-191.201 THz, 193.631-193.650 THz, and 195.723-195.757
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THz, respectively. The typical experiment results and corresponding Voigt fitting results of CO,
H13CN, and C2H2 are shown in Figs. 7(a-c). The standard deviations of residuals between the
experiment and fitting result for CO, H13CN, C2H2 are 0.22%, 0.54%, 0.39%, and the mean
deviation are 0.19%, 0.44%, and 0.29%, respectively. The absorbance spectra of NH3 consist of
four absorption lines with the frequency range of 196.905-196.924 THz, while the experiment
result and the multi-peak fitting result are shown in Fig. 7(d). The standard deviation and mean
deviation of NH3 are 0.55% and 0.38%, respectively.

 

Fig. 7. Results of Voigt fitting for four gases. (a) CO, (b) H13CN, (c) C2H2, (d) NH3. The
subfigures below (a-d) are residuals between the experiment and fitting results. δ: residual.
P: absorption peak.

Table 3. Spectroscopic parameters of gases under test from HITRAN 2020a

Formula ν/λ S γair γself nair E′′

CO 191.190/1568.034 2.251× 10−23 0.0606 0.066 0.75 107.6424

H13CN 193.641/1548.187 6.252× 10−21 0.1102 1.183 0.79 103.6656

C2H2 195.740/1531.585 1.192× 10−20 0.0796 0.150 0.75 155.2890

NH3 196.912/1522.469 1.938× 10−22 0.0985 0.585 0.93 532.1009

196.913/1522.461 2.571× 10−21 0.1072 0.600 0.73 85.0682

196.916/1522.438 2.540× 10−21 0.1072 0.600 0.73 85.8644

196.918/1522.423 2.058× 10−22 0.1031 0.364 0.69 0

aν(THz)/λ(nm): frequency/wavelength; S(cm−1/(molecule · cm−2)): line intensity after natural abundance correction;
γair and γself (cm−1/atm): air-broadened and self-broadened half width at half maximum (HWHM) at 1 atm and 296 K;
E′′(cm−1):lower state energy of transition; nair: coefficient of the temperature dependence of the air-broadened HWHM.

To further verify the stability of the proposed multi-gas leakage monitoring IPDA lidar,
continuous 12-hour observations are conducted on the path-integrated concentrations of four
gases, as shown in Fig. 8. The path-integrated concentrations for the calibration configurations
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of CO, H13CN, C2H2, and NH3 are 1.65× 106 ppm·m, 6× 103 ppm·m, 6× 103 ppm·m, and
1.35× 105 ppm·m, respectively, with corresponding concentrations of 4.125× 104 ppm, 1.2× 103

ppm, 1.5× 102 ppm, 3.375× 103 ppm. The output power of the laser is attenuated to 1.9 mW,
which corresponds to a signal intensity of ∼5.4 Mcps. Figures 8(a-d) display 24 groups of
test results for CO, H13CN, C2H2, and NH3 with a time interval of half an hour for each gas,
where each group contains 10 results with a time resolution of 1 s. The mean deviations of CO,
H13CN, C2H2, and NH3 are 0.13% (2145 ppm·m), 0.13% (7.8 ppm·m), 0.02% (1.2 ppm·m), and
0.17% (229.5 ppm·m), respectively. The standard deviations are1.07% (17655 ppm·m), 1.68%
(100.8 ppm·m), 1.21% (72.6 ppm·m), and 0.67% (904.5 ppm·m), respectively. The test results
demonstrate that the multi-gas monitoring IPDA lidar exhibits good accuracy and precision.

Fig. 8. 12-hour continuous observation of path-integral concentrations of (a) CO, (b)
H13CN, (c) C2H2 and (d) NH3. The output power of the laser is attenuated to 1.9 mW,
which corresponds to a signal intensity of ∼5.4 Mcps. The interval between each test group
is half an hour, and each group contains 10 results with a time resolution of 1 s.

4. Conclusion

An IPDA lidar for flammable and toxic gases leakage remote sensing with single-photon sensitivity
is proposed. An ECDL covering the C+L-band simplifies the traditional multi-laser configuration
required for multi-gas detection. A programmable grating filter capable of synchronous tuning
with the laser frequency effectively eliminates the influence of environmental noise, enabling the
lidar to achieve 24-hour continuous monitoring. Four gases-CO, H13CN, C2H2, and NH3-are
selected to demonstrate the multi-gas leakage monitoring capability of the proposed lidar. The
intensity errors caused by the DT, AP, and DC of the SPD and the non-linear frequency errors due
to the hysteresis effect of the PZT have been corrected effectively. Firstly, the mean deviations of
the intensity for the CO, H13CN, C2H2, and NH3 are reduced from 2.92% to 0.49%, 1.73% to
0.16%, 1.75% to 0.70%, and 1.87% to 0.14%, respectively. Secondly, the non-linear frequency is
corrected by combining the homodyne detection and JTFA, the symmetric-calibration method
shows that the mean deviations of absorbance spectra at up and down scanning are reduced from
1.29% to 0.17%, 1.10% to 0.80%, 1.10% to 0.47%, and 1.17% to 0.10%, respectively. Finally,
the Voigt function is used to fit the corrected absorbance spectra, and the path-integrated gas
concentration is estimated using the area method. Continuous monitoring of four gases for 12
hours is conducted respectively to demonstrate the stability and accuracy of the system. The
mean deviations and standard deviations of the path-integrated concentrations for the four gases
are 0.13%, 0.13%, 0.02%, 0.17%, and 1.07%, 1.68%, 1.21%, 0.67%, respectively.
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The preliminary experimental results demonstrate that the proposed IPDA lidar system for
flammable and toxic gases leakage monitoring is reliable. In addition to CO, H13CN, C2H2,
and NH3 verified in this paper, the system can also monitor the concentrations of gases such as
H2O, CO2, C2H4, and H2S in the C+L-band. The accuracy of gas concentration is an important
indicator. In photon counting systems, photon noise conforms to a Poisson distribution, and
the system signal-to-noise ratio (SNR) is inversely proportional to the square root of the total
photon count of the SPD [55,57]. Under ideal conditions—for example, when the DT, AP, DC,
and environmental noise of the SPD are all corrected—the minimum error of the system can
be estimated as 0.1% based on the total photon count of 1 mega count. The photon-counting
correction will be further optimized to achieve correction accuracy when the SPD operates in the
nonlinear response region, thereby improving the photon count rate and SNR. In path-integrated
gas detection, the sensitivity of gas detection is related to the gas’s absorption cross-section at a
specific frequency and the integrated path length. The larger the gas absorption cross-section or
the longer the integrated path length, the more significant the difference in photon attenuation,
which in turn lowers the minimum detectable concentration of gas. In our subsequent work, we
will investigate in detail the minimum detectable concentrations of the system for different gases.
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